# 深度图进行3D建模方案

表 1缩略语查找表

|  |  |
| --- | --- |
| 缩略语 | 全称描述 |
| SLAM | Simultaneous Localization And Mapping |
| PTAM | Parallel Tracking And Mapping |
| AR | Augmented Reality |
| SFM | Structure from Motion |
| MVS | Multi-view Stereo |
| ToF | Time-of-Flight |
| TSDF | Truncated Signed Distance Function |
| ICP | Iterative Closest Point |

## 背景

3D重建技术在计算机视觉及图形学领域具有重要意义，并随着深度相机（如 Microsoft Kinect，或Asus Xtion）的推广，逐渐获得高度关注。由于深度相机能够实时产生深度图，使用这种消费级深度相机进行实时曲面重建近来成为研究领域的关注重点。实时曲面重建的出现，启发了各种交互式应用场景，如增强现实（AR）中，真实世界的物体能够实时重建、渲染为3D模型；机器人自动导航系统可以迅速构建周围环境；甚至用户能够在3D扫描过程中获得实时反馈。

实时重建技术，需要对大量重叠深度图进行增量式融合，并不断提高精度，以得到单个场景（物体）模型。这一工作在既要求实时性能，有要求大规模、高质量重建时会比较困难。因此目前许多实时技术会借助GPU硬件进行加速，但仍然不得不在重建速度、规模、精度上进行一些取舍。

## 当前相关工作

由深度图进行3D模型重建的过程，主要可以分为三部分：深度图（点云）的获取，相机姿态的估计，以及融合不同视点的深度图序列生成3D模型。深度图的获取，主要有基于立体视觉的，基于结构光，以及3D激光扫描等方法。相机姿态估计与3D场景模型生成是一个“先有鸡还是先有蛋”的问题——相机在世界坐标系中的位置与姿态需要依赖场景的3D模型，而场景3D模型的生成反过来也需要先知道相机姿态。因此，相机轨迹姿态的获取与3D模型的生成需要同时进行。

基于立体视觉的方法[1][2]，通过对目标场景或物体不同视角的图像进行特征点匹配，并估计这些配对特征点的3D位置，以获得场景的稀疏点云作为深度图。近年来相机技术的发展，使得基于结构光或ToF技术的相机能够直接获得稠密深度点云数据，而不必通过两幅RGB图像计算视差获取深度图。微软Kinect设备的出现[3]，使得这类技术成本达到了消费级，通过结构光技术，我们能够以VGA分辨率，实时获取场景的稠密深度图。

通过Kinect这类设备获取的原始深度图，含有较大的噪声以及无效区域，Xiaoyi Jiang等人通过结合彩色图像的边缘信息进行图像分割的技术[11]，以及使用多台Kinect设备[12]进行深度图融合预处理，对原始深度图数据进行边缘修复以及孔洞填充，并能够做到实时产生高质量的深度数据。

论文[4]演示了对小物体的高精度实时扫描，但是[5][6]表明更大场景的重建缺失导致精度或效率的降低。基于高度图的表示法[8]能够进行有效的联通曲面数据的压缩，并且能有效应用在较大场景，但是却难以重建复杂的立体结构。

Newcombe等人提出的KinectFusion 算法[7]，是第一个高精度实时三维重建的系统，它将场景表示为体素模型，通过截断带符号距离函数（TSDF）表示，结合迭代最近点（ICP）算法，使用GPU进行加速计算，能够以空前的精度水平对场景进行实时三维重建。不过由于使用TSDF体素模型，这一算法也存在一些局限性，包括：刚性的表面模型无法进行模型形变，系统无法工作在无界的大场景中，以及在3D几何结构不明显的场景中易重建失败等。场景规模限制的问题，本质上是因为显存空间不足，可以通过层级空间分割法[9]，或更为通用的，采取体模型跟随相机滑动，对场景进行部分页交换的策略[10]来解决。

## 经典流程 & 算法步骤

## 关键点、难点分析

鲁棒性

3D几何结构不明显的场景中易重建失败

相机移动速度导致ICP失败

精确性

深度图孔洞

累计漂移误差

难点解决
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